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Abstract 
Graph is a basic data structure which, can be used to model complex structures and the 

relationships between the data elements, such as XML documents, social networks, 

communication networks, chemical informatics, biology networks, and structure of web 

pages. In graph mining scenario Frequent subgraph pattern mining is one of the important 

aspect. Researchers have found may research oriented topic in this area, such as analysis 

and processing of XML documents, documents clustering and classification, images and 

video indexing, graph indexing for graph querying, routing in computer networks, web 

links analysis, drugs design, and carcinogenesis. Several frequent mining algorithms use 

various methods on different datasets, patterns mining types, graph and tree 

representations.This paper presents a brief report of an intensive investigation of frequent 

subgraphs and subtrees mining algorithms.  
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I. INTRODUCTION 

Today we are faced with ever-increasing volumes of data. Most of these data naturally are of graph or tree 

structure. The process of extracting new and useful knowledge from graph data is known as graph mining [1] 

[2] Frequent subgraph patterns mining [3] is an important part of graph mining. It is defined as “process of 

pattern extraction from a database that the number frequency of which is greater than or equal to a threshold 

defined by the user.” Due to its wide utilization in various fields, including social 

networkanalysis[4][5][6],XMLdocumentsclusteringandclassification 

[7] [8], network intrusion [9] [10], VLSI reverse [11], behavioral modeling [12], semantic web [13], graph 

indexing [14] [15] [16] [17] [18], web logs analysis[19], links analysis[20], drug design [21] [22] [23], and 

Classification of chemical compounds[24] [25] [26], this field has been subject matter of several works. 

The present paper is an attempt to survey subtree and subgraph mining algorithms. A comparison and 

classification of these algorithms, according to their different features, is also made. The next section discusses 

the literature review followed by section three that deals with the basic ideas and concepts of graphs and trees. 

Mining algorithms, frequent subgraphs are discussed in section four from different viewpoint such as criteria of 

representing graphs (adjacency matrix and adjacency list), generation of subgraphs, number of replications, 

pattern growth-based and apriori-based classifications, classification based on search method, classification 

based on transactional and single inputs, classification based on type of output, and also Mining based on the 

logic. Fifth section focuses on frequent Mining algorithm from different angles such as trees representation 

method, type of algorithms input, tree-based Mining, and Mining based on Constraints on outputs. 

 

II. RELATEDWORKS 

H.J.Patel1, R.Prajapati,et al. [27] Classified graph mining and mentioned two types of the algorithms, apriori-

based and pattern growth based. K.Lakshmi1,T.Meyyappan [28] studied apriori based and pattern growth based, 

taking into account aspects such as input/output type, how to display a graph, how to generate candidates, and 
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how many times a candidates is repeated in the graph dataset. In [29] D.Kavitha, B.V.Manikyala, et al. suggested 

the third type of graph mining algorithms named as inductive logic programming. Here a complete survey of 

graph mining concepts and a very useful set of examples to ease the understanding of the concept come next. 

 

BASICCONCEPTS 

Garph 

A graph G (V, E) is composed of a set of vertices (V) connected to each other by and a set of edges (E). 

Tree 

A tree T is a connected graph that has no cycle. In other words, there is only and only one path between any two 

vertices. 

Subgraph 

A subgraph G '(V', E') is a subgraph of G (V, E), which vertices and edges are subsets of V and E respectively: 

 V’⊆V 

 

One may say that a subgraph of a graph is a pattern of that graph. Concerning trees two types of patterns can be 

defined: 

Induced pattern 

The definition is exactly the same as the definition of subtree in a tree (Figure.1.a, Figure.1.c). It means that the 

vertices and the edges of Figure.1.a. Can be seen in Figure.1.c as well 

Embeddedpattern: 

Almost the same as induced pattern, except that there may be one or more supplementary vertices between the 

two parents and child nodes of pattern, For example vertex A in Figure.1.c is parent of vertex D; and in 

Figure.1.b an embedded pattern of Figure 1.c is seen. 

 

Figure.1. An example of the Induced and embedded subtree pattern 

 Isomorphism 

Two graphs are isomorph, if there are one to one relationships among their vertices and edges. 

 FrequentSubgraph 

Suppose a graph G and a set of graphs D = {g1, g2, g3,…, gn} are given, support(G) is: 

Support (G) = 
 

 

A graph G in a dataset D is called Frequent if its support is not less than of a predefined threshold. 

III. CONCLUSION 

Frequent subgraph Mining algorithms were first examined from different viewpoints such 

as different ways of representing a graph (e.g. adjacency matrix and adjacency list), 

generation of subgraphs, frequency counting, pattern growth-based and apriori-based 

algorithm classification, search based classification, input-based classification (single, 

transactional), output based classification. Furthermore, Mining based on logic was 

discussed. Afterward, frequent subtrees traversal algorithms were examined from different 

viewpoints such as trees representation methods, type of inputs, tree-based traversal, and 

also Mining based on Constraints of outputs. Given 

theresults,itisconcludedthatinabsenceofgeneratingpatternsbypattern-growth, it is featured 
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with less computation work and needs smaller memory size. Moreover, these algorithms are 

specifically designed for trees and graphs and cannot be used for other purposes. On the 

other hand, as they work on variety of datasets, it is not easy to find tradeoffs between 

them. The same frequent patterns can be used for searching similarity, indexing, classifying 

graphs and documents in future studies. Parallel methods and technologies such as Hadoop 

can also be needed when working with excessive datavolume. 
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